Material

Intro to Transformers, modelos seq2seq

<https://medium.com/inside-machine-learning/what-is-a-transformer-d07dd1fbec04>

Self attention concept

https://medium.com/lsc-psd/introduction-of-self-attention-layer-in-transformer-fc7bff63f3bc

Neural Machine Translation with Transformers

<https://galhever.medium.com/neural-machine-translation-with-transformers-69d4bf918299>

Transformer’s translation example

<https://medium.com/what-is-artificial-intelligence/introduction-to-transformer-networks-how-google-translate-works-attention-is-all-you-need-309827c9b942>

T5 model transformer

[**https://towardsdatascience.com/understanding-t5-model-text-to-text-transfer-transformer-model-69ce4c165023**](https://towardsdatascience.com/understanding-t5-model-text-to-text-transfer-transformer-model-69ce4c165023)